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VLMs Adaptation Our Few-Shot Adapter: CLAP

➢ We propose a novel and simple approach that meets challenges of 

real-world scenarios: not requiring hyper-parameter tuning.

➢ We introduce CLass-Adaptive linear Probe (CLAP), a linear 

classifier with prototypes constrained to remain close to the 

initial, robust zero-shot prototypes.

➢ For each class, 𝝀𝒄  is fixed using zero-shot performance on 

support samples. Thus, better performance → larger 𝝀𝒄 .
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Conclusions

➢ Few-shot  adapters should include model 

selection strategies based on support data.

➢ CLAP is largely competitive and does not 

require ad-hoc adjustments per dataset.

Pitfalls on Existing Few-Shot Adapters
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CLIP-Adapter vs. (ZS) Linear Probe

How realistic is using a validation

set during few-shot adaptation?

Otherwise, SoTA Adapters struggle to ourperform a 

simple well-initialized Linear Probe

Validation-free comparison

Using a few-shot validation set

➢ VLMs. present robust zero-shot 

performance

➢ Few-shot Adapters enhance the 

transferability combining visual 

and text information.

Know more! 
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