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▪ Split conformal prediction provides predictive sets with valid

user-specified coverage (e.g. 90% or 95% accuracy) using a

small labeled calibration set.

▪ CLIP models require adaptation when deployed to downstream

tasks. However, using calibration data for adaptation breaks

the exangeability assumptions, producing unreliable sets.

▪ Conf-OT is an unsupervised, transductive solver that reduces

the domain gap while yet maintaining the desired coverage.

In Nutshell

Results atop CLIP models and 

non-conformity scores

Efficiency and comparison with

transductive baselines

(brief) Introduction to Split Conformal Prediction

Transfer learning scenario: Can we adapt and conformalize 

using the same calibration data?

Conformal Prediction in 

Vision-Language Models

Conf-OT: enhancing the produced conformal sets trough 

transductive, unsupervised optimal transport.

How to improve the conformal sets when 

transferring VLMs to new domains/tasks? 
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New to conformal prediction? 

Then, start here!
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▪ Goal: constructing predictive sets with valid coverage from

any pre-trained black-box predictor scores.
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