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In Nutshell

• Have we really made progress using VLMs for transfer learning?

• How to make better use of both textual and label information?

Since 2021: CONVIRT, GlorIA, BioVil, MedCLIP, MedKLIP, KED, CXR-CLIP, etc.

LEARNING TRANSFERABLE ENCODERS FOR CXRs

• Classical perspective:

Zero-shot open-set generalization

(COVID is not present in pre-training)
Known (labeled) vs. Novel

▪ VLMs do not do magic: their zero-shot transfer capabilities depend on

pre-training concept frecuency.

▪ Unimodal pre-training could lead to better models by integrating fine-

grained labels – extracted from text reports trough efficient NLP.

1: “Unimodal leads to more scalable transferability than existing vision-language models.”

2: “Label alignment in VLMs might risk biased joint representations.”

3: “The zero-shot capabilities of CXR vision-language models have been overestimated.”

DLILP

 (Our solution)

Scalabitily to pre-training data

• Vision-language models (VLMs):

different projections for 

image-text and image-label 

alignment

Zero-shot in VLMs vs. Unimodal
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(start here)

(a) Large-scale pre-training with

(noisy) text supervision
(b) Zero-shot / Linear probe transfer

(a)Disease/findings extraction

From clinical text reports
(b) Unimodal training based on

(noisy) NLP-driven labels

CheXpert, RadGraph,

 RadText, X-Raydar-NLP, etc. 

These are class prototypes

 (the Linear layer weights). 

+ 100s annotated reports.

+ Text rules.

Embedding

 representations.

BUT…
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