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Generalist Vision-Language Models (VLMs)

CLIP: Radford et al., Learning transferable visual models from natural language supervision, ICML 2021

Unsupervised image-language pre-training Few-shot Adaptation
(linear probe)
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Generalist Medical (Specialized) VLMs

CONVIRT: Zhang et al., Medical Visual Representations from Paired Images and Text, MLHC 2022
MedCLIP: Wang et al., Contrastive Learning from Unpaired medical images and text, EMNLP 2022
Quilt-1M: Ikezogwo et al., One Million Image-Text Pairs for Histopathology, NeurIPS 2023
FLAIR: Silva-Rodríguez et al., A Foundation Language-Image Model of the Retina, MedIA 2024

…

FLAIRMedCLIP Quilt-1M

Unsupervised image-language pre-training Zero-shot / Few-shot Adaptation
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(Popular) Prompt Learning 
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(Popular) Prompt Learning 

CoOp: Zhou et al., Learning to Prompt for Vision-Language Models, IJCV 2022[~1900 citations]

CoCoOp: Zhou et al., Conditional Prompt Learning for Vision-Language Models, CVPR 2022[~1200 citations]

KgCoOp: Yao et al., Prompt Tuning with Knowledge-guided Context Optimization, CVPR 2023[~122 citations]

Linear Probe
below zero-shot!!

Class 1: pneumonia

Class 2: normal
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Towards better black-box Adapters: LP+text

LP++: Huang et al., A Surprisingly Strong Linear Probe for Few-Shot CLIP, CVPR 2024
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Towards better black-box Adapters: LP+text

LP++: Huang et al., A Surprisingly Strong Linear Probe for Few-Shot CLIP, CVPR 2024

“Weak Baseline” Linear Probe Text- Informed Linear Probe

(only vision)
Neglects any text knowledge
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Results

LP+text is competitive

3 modalities / 9 datasets

look here



LP+text is extremely efficient!
→ Adaptation in a matter of seconds
→ Trainable on commodity GPUs (MBs)
→ Black-box adaptation

Results

LP+text is competitive

3 modalities / 9 datasets



Open

Benchmark!

Any questions?
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