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Vision-Language Foundation Models

2/13

400M image-text pairs



Vision-Language Pre-training in Radiology
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❑ There is a large core of literature for Chest X-ray (CXR) image understanding driven by the text report, driven by
MIMIC dataset + labels in CheXpert and MIMIC extracted by NLP methods.

❑ CONVIRT (MLHC20)
❑ GlorIA (ICCV21)
❑ MedCLIP (EMNLP 22)
❑ CheXZerp (NatureBioEng22)
❑ BioVIL (ECCV22)

❑ MGCA (NeurIPS22)
❑ MedKLIP (ICCV23)
❑ CXR-CLIP (MICCAI23)
❑ KAD (NatureCom23)
❑ SAT (TMI23)



Image-Text-Label Alignment
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UniCL: Unified Contrastive Learning in Image-Text-Label Space (CVPR22)

CLIP Loss UniCL Loss

Samples with same labels

“A large, 
black husky”

“An small, 
white husky”

Label: Husky



Pitfalls on Existing Pre-training Strategies
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DLILP: Disentangled Language-Image-Label Pre-training

6/13



Experimental Setting
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Not explicitly labeled on
pre-training dataset

1. Pre-training using image-text-label datasets.

A. Image-Label.

B. Image-Text.

2. Transferability

A. Zero-shot classification.
B. Few-shot Linear Probing.
C. Base/New disentanglement.

“A chest x-ray of [CLS] “ / There is [CLS]” 

“…”  → → [0 0 0 0 0 0 1 0 0] NLP

CheXpert-Labeler



Transferability Performance
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Base/New Categories Evaluation
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No Zero-Shot?
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Name: [Description]

COVID: [“the presence of patchy or confluent band like ground 

glass opacity or consolidation”]

❑ MedCLIP (EMNLP22) and MedKLIP (ICCV23) defend the effectivenes of visión-language models to generalize to
novel categories using the COVID disease prediction. 



SoTA Comparison
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Take-home messages
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• Vision-language pre-training is a powerfull tool to leverage large datasets with text supervision.

• Nevertheless, it does not do magic. The zero-shot performance is highly correlated with the class
proportion present in the pre-training dataset*.

• In the medical domain, several challenges limit its usability.
o Challenging expert, fine-grained concepts.
o Limited data with text supervision: label information is predominant.

• Simple Supervised pre-training is largely competitive.

• We still need better methods to combine fine-grained labels and weak text supervisión.
o Let's not cheat ourselves : Base/New evaluation.

No "Zero-Shot" Without Exponential Data: Pretraining Concept Frequency Determines 

Multimodal Model Performance (ICLR24), DPFM Workshop. 
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