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What is a foundation model?

2/17

400M image-text pairs

Efficient generalization, 
transferability and robustness!



From dataset-specific models to pretrain-and-adapt
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✓ Low-prevalence diseases.
✓ Expertise for data labeling.
✓ Only few-shots available
✓ Large inter-domain shift.
✓ Limited computational resources.



Generalists vs. Specialized Foundation Models
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15M image-text pairs

1M image-text pairs



Generalists vs. Specialized Foundation Models
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40K image-text pairs

250K image-text pairs



Towards a foundation model for fundus images
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Open-Access Datasets

Limited datasets with
text supervision



Encoding expert knowledge in text supervision
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Expert Knowledge

Dictionary

“moderate diabetic 
retinopathy”

“diabetic macular 
edema”

“contains few 
microaneurysms”

“exudates near the 
macula center”



Vision-Language pre-training
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Generalization and Transferability
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Generalization Transferability

Linear Probe



• How to evaluate a vision-language foundation model?

• Known tasks under domain shift.
• New tasks on unseen categories.

• What do we want from a foundation model?

• Generalization: predictions without examples - zero-shot with prompts.
• Transferability: adapting for new tasks/domains (Linear Probe).

• Low-data regime (few shots).
• Large-data regime (increasing data percentages).

• What baselines to use?

• Other vision-language models: Vision (CLIP), or Generalists (BiomedCLIP).
• Other pre-training strategies: adapting task-specific models (TSM), unsupervised pre-training (SimCLR).
• Dataset-specific models (Supervised): Fully-training on the target dataset.

Experimental setting
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Results I: Generalization

Domain Shift Novel Classes

1 Vision and Generalists models do not generalize to specialized domains.

2 EK prompts during training produces better pre-trained FMs.

3 EK prompts notably increses inference performance.

4 Large-scale pre-training boost performance on underepresented tasks.
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Results II: Transferability

Domain Shift Novel Classes

MESSIDOR – DR Grading

FIVES – Diseases

REFUGE – Glaucoma

20x3 – N, RP, MH

ODIR300x3 – N, CAT, MYA

5 Task-specific models (TSMs) do not transfer well to other tasks.

6 FLAIR transferability is robust to new tasks and domains.

7 FLAIR requires only few shots to outperform fully-trained dataset-
specific models (Supervised).
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In-Depth Analysis

“I don’t need foundation model, I have
gathered a large enough dataset, and my

model performs much better!”

Great!☺ BUT…

× Did you check on OOD data?*
× How much data did you required?
× How long data-collection took?
× What if you want to predict new categories?
× How computationally expensive is your training?

* Recommended read: Fine-tuning can distort pre-trained features and underperform OOD, ICLR 2022

Adaptation

Generalization

8 ZS or LP from FLAIR
provide better ID-OOD
performance.
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What is a foundation model?

pretrained on 900K fundus images!

Efficient generalization, 
transferability and robustness?
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Take-home messages

• Pretrain-and-adapt: A paradigm change for medical image analysis.

• Vision-language pre-training provides powerful foundation models.

• Don’t trust generalist models.

• You dont have large text-supervised datasets? Try encoding expert knowledge!

• Potential: Linear Probing from FLAIR outperforms fully-trained dataset-specific models even for
unknown diseases.

15/17



A Foundation LAnguage Image of the Retina (FLAIR):
Encoding expert knowledge in text supervision

Julio Silva-Rodríguez1, Hadi Chakor2, Riadh Kobbi2, Jose
Dolz1 and Ismail Ben Ayed1

ETS Montreal1, DIAGNOS Inc. 2

https://github.com/jusiro/FLAIR

A Foundation LAnguage Image of the Retina (FLAIR):
Encoding expert knowledge in text supervision

Workshop on Medical Imaging with Deep Learning
ETS Montreal 

The work of J. Silva-Rodríguez was partially funded by the
FRQ under the PBEEE merit scholarship



Julio Silva-Rodríguez1, Hadi Chakor2, Riadh Kobbi2, Jose Dolz1 and Ismail Ben Ayed1

ETS Montreal1, DIAGNOS Inc. 2

Under Review

A Foundation LAnguage Image of the Retina (FLAIR):
Encoding expert knowledge in text supervision

Workshop on Medical Imaging with Deep Learning
ETS Montreal 

Julio Silva-Rodríguez, Jose Dolz and Ismail Ben Ayed

ETS Montreal

Towards foundation models and few-shot parameter 
efficient fine-tuning for volumetric organ segmentation
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