
Towards foundation models and few-shot parameter-
efficient fine-tuning for volumetric organ segmentation

Julio Silva-Rodríguez, Jose Dolz and Ismail Ben Ayed
ETS Montreal
https://github.com/jusiro/fewshot-finetuning



Towards foundation models for volumetric segmentation

• Foundation models are in their early stages for medical volume segmentation.

• Some works have already shown their generalization/transferability potential: CLIP-driven
Universal Model (Liu et al. 23), Uniseg (Ye et al. 23).
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Pretrain-and-Adapt: real world requirements

• An experienced clinician requires an average of 10 minutes to segment an unique structure in a
CT scan (Wasserthal et al 23).

• Current deep-learning models are huge (#P 555M), and so are CT volumes. Clinical institutions
have limited computational resources.

• Current adaptation strategies are not prepared for this setting.
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Foundation model pre-training

• 9 Datasets (2022 CT scans): BTCV, CHAOS, LiTS, KiTS, AbdomenCT-
1K, AMOS, MSD, AbdomenCT-12 organs, CT-org.

• 29 Tasks: spleen, rkidney, lkidney, gall, esophagus, liver, stomach,
aorta, postcava, psv, pancreas, radrenal, ladrenal, duodenum,
bladder, prostate, uterous, liver tumor, kidney tumor, kidney cyst,
celiac truck, lung, bone, brain, lung tumor, pancreas tumor, colon
tumor…

• Implementation: SwinUNETR (Tang et al. 21) with sigmoid outputs
and DICE Loss.

masked backprop. on the
annotated tasks per sample
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Parameter-Efficient Few-Shot Adapters

• Efficient Transfer Learning: using the frozen pre-trained model, we replace the classification head, and 
add a new one (i.e. adapter), including convolution blocks.

• Few-shot adaptation stage: taining on k support examples, and testing on one query sample.

• 1 unseen dataset: TotalSegmentator.

• 9 Tasks: spleen, left kidney, gallbladder, esophagus, liver, pancreas,
stomach, duodenum, aorta.

• Implementation: The spatial adapter contains one randomly
initialized convolution block from SwinUNETR decoder.

• Adaptation is performen for each organ individually.
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Incorporating priors during adaptation

• Transductive adaptation stage:

• Constraining to proper priors on the query sample: we can estimate the organ size (S) on the support set 
and enhance the adaptation stage in a transductive way.
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Results

1. Standard fully-supervised regime.

2. Low-data regime.

3. Incorporate priors.
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• Are current available models prepared for this setting?

• Our pre-trained weights are publicly available:

Results

https://github.com/jusiro/fewshot-finetuning

Using pre-trained weights from SwinUNETR pre-trained on BTCV(Tang et al. 21) 
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Take-home messages

• In the clinical scenario, the adaptation of foundation models should require low data (few-
shots) and limited computational resources.

• In this scenario, standard fine-tuning exhibits performance drops.

• Few-shot parameter-efficient fine-tuning (FSEFT): a novel and realistic setting for adapting
volumetric foundation models on clinical scenarios .

• You can design ad-hoc adapters and incorporate priors during the adaptation.

• Potential: only 5-shots outperform training from scratch on the whole dataset – and 300x less
parameters.
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