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Classical dataset-specific models
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Vision-Language Models
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Efficient, linear probe transfer
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How are VLMs pre-trained?
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How are VLMs pre-trained?



How well generalist models transfer to specialized
fundus image classification tasks?
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A Foundation Language-Image Model of the Retina (FLAIR): Encoding Expert Knowledge in Text Supervision, Medical Image Analysis (2025)



In search of a fundus image foundation model
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On the Challenges and Perspectives of Foundation Models for Medical Image Analysis, Medical Image Analysis (2024)
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In search of a fundus image foundation model
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On the Challenges and Perspectives of Foundation Models for Medical Image Analysis, Medical Image Analysis (2024)

FLAIR (2023)
MedIA 2025
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Open-Access Datasets

Limited datasets with
text supervision

Building an assembly dataset for pre-training
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A Foundation Language-Image Model of the Retina (FLAIR): Encoding Expert Knowledge in Text Supervision, Medical Image Analysis (2025)



Enhancing textual alingment trough
expert-knowledge-driven descriptions

Expert Knowledge Dictionary

“moderate diabetic 
retinopathy”

“diabetic macular 
edema”

“contains few 
microaneurysms”

“exudates near the 
macula center”
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A Foundation Language-Image Model of the Retina (FLAIR): Encoding Expert Knowledge in Text Supervision, Medical Image Analysis (2025)



Image-Label-Text alignment
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A Foundation Language-Image Model of the Retina (FLAIR): Encoding Expert Knowledge in Text Supervision, Medical Image Analysis (2025)



Image-Label-Text alignment

“optic disc 
abnormalities…”

“A fundus 
photograph of 

mild DR…”

“contains few 
hard exudates”

“optic disc 
abnormalities…”

“A fundus 
photograph of 

mild DR…”

“contains few 
hard exudates”

Approach points with same labels Push away points with different labels
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Zero-shot and Linear probing performance
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A Foundation Language-Image Model of the Retina (FLAIR): Encoding Expert Knowledge in Text Supervision, Medical Image Analysis (2025)



Opportunities: efficient few-shot transfer
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A Foundation Language-Image Model of the Retina (FLAIR): Encoding Expert Knowledge in Text Supervision, Medical Image Analysis (2025)
Few-Shot Adaptation of Medical Vision-Language Models, MICCAI (2024)
Few-Shot, Now for Real: Medical VLMs Adaptation without Balanced Sets or Validation, MICCAI (2025)



Opportunities: efficient domain generalization
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2. Comparison with self-supervised models

Degrade on OOD Similar with just 
linear probe

1. Limitations of full fine-tuning

For ID, full finetuning generalist 
models might produce good results 

Only linear probes 
scale properly

Linear probe

Linear probe

Adapt

ID TRAIN
(MESSIDOR)

OOD TEST
(DeepDRID)

TestTest

ID TEST
(MESSIDOR)

Robust Adaptation of Medical Vision-Language Models, On-going work.



Challenges: open-access datasets
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Most pre-training data comes from 
very few categories: 
DR grading, glaucoma detection, 
DME…

Pre-training concept frequencies 
shows a strong correlation with 
transferability.

Also, we have scarcity of textual 
data…

No “Zero-Shot” without Exponential Data , NeurIPS (2024)



Challenges: global + local information
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Current pre-training strategies following CLIP 
leverage global embedding representations. 
However, critical findings in fundus images are 
local, sparsely located.

 We need a better understanding of fine-
grained patterns in the multi-modal space, e.g., 
relative location, size, etc.
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https://github.com/jusiro/FLAIR
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Try FLAIR!

https://github.com/jusiro/FLAIR
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